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Abstract 

in this article, we will take a deeper look at 

software testing, its methods and, 

applications. If we want to have a simple 

definition of software testing, we can say that 

"software experimenting is the development 

of running an application with the guidance of 

finding bugs and subsequently improving its 

quality."[1] Software testing is a critical 

process that plays a role in ensuring the 

quality of software systems.  Experimenting is 

currently considered an industry in the field of 

software. Software testing success is always 

determined based on generated test cases and 

their prioritization [2]. Therefore, it consumes 

more effort, time, and, cost. Today, a 

considerable number of soft computing-based 

approaches are available for better exactness 

in testing. This paper aims to provide a review 

of some work that has been done in the 

software testing area by using soft computing 

techniques. This paper will be suggesting an 

approach for data flow testing using PSO and 

ACO. This paper presents how PSO and ACO 

algorithm is used for optimizing the issue of 

data flow testing. 
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Introduction 

Testing mainly comprises of static testing and 
dynamic testing. The experiment, which does 
not require any tool, is called Static testing 
and, it is done without executing the program. 
Dynamic testing is performed with the 
execution of code, and it is a part of 
validation. In this testing, test data is given to 
the system in the form of input, and results are 
checked against the expected output while 
executing the software as the structure of logic 
is not considered in this testing. [3] On the 
other hand, white box testing is another 
essential technique in dynamic testing. It is 
also known as structural testing as whole 
structure design, and code is tested, and it 
aims to test the internal parts and uncover 
bugs as many as possible in the logic of the 
program. 
Software amplification is the process of 
imagining, distinguish, proposing, Coding, 
documenting, Experimenting, and mending 
bugs in building and keeping applications, 
frames, or other software parts. 
Software amplification is the movement of 
writing and keeping an original code, still, on 
a broader concept, it covers everything from 
the basic idea of the desired software to the 
Terminal emergence of the software, 
sometimes in a trace and structured 
movement. Therefore, software amplification 
can contain prowl, new process, prototyping, 
reconciliation, replication, reengineering, 
maintenance, or any activity that leads to 
software crop. 
 Software can be extended for a diversity of 
object, the three most Usual of which are 
meeting specific needs for a particular 
customer / business (specific software), 
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meeting a diagnosed need for a set of potential 
users (source software Open and 
commercial), or for Private Utilization (for 
example, a scholar can write software to 
Robotize a typical job). Embedded software 
development, that is, the development of 
embedded software, which is used, for 
example, to control consumer products, 
requires the integration of the software 
Extension process with the extension of 
Controlled physical produce. Software system 
emphasizes usage and the programming 
Movement itself and, it is often extended 
singly. [4] 
 Today, for a large project, there are large 
numbers of test cases required. So it becomes 
difficult for the tester to test large and 
complex programs. Therefore, there is need to 
reduce the testing set to generate optimal test 
data, which further reduces the time and cost 
involved in testing. This paper focuses on the 
soft computing techniques, which are guided 
by data method correlation in the scheme to 
quest for assay data to fulfill the data method 
choice criterion. [5] This paper presents an 
algorithm of PSO and ACO, the soft 
computing techniques to produce test data, 
which gives a healthy face of software Shield. 
This paper will be comparing the path 
coverages covered by PSO and ACO, which 
are used for data flow testing. 
 The border of the Letter is organized as 
follows. Part2 gives some basilar meaning and 
definitions, and a survey of various research 

papers related to dynamic testing. Section 3 
describes the data-flow analysis technique. 
Section 4 shows a PSO and ACO algorithm 
that is used for optimizing data-flow testing in 
the proposed approach. Section 5 will show 
the result of path coverage done by ACO and 
PSO. Part 6 introduces the conclusion and 
future work. [6]. 
 
LITERATURE REVIEW  
Here, this paper discusses some basilar 
meanings that are used throughout this work. 
 
A. Control Progress Diagram 
A control progress diagram is a control flow 
diagram that describes a commercial process, 
or summary. The control flow diagram was 
introduced in the 1950s ,and has been widely 
used in several disciplinary engineering. [8] It 
is one of the classic business processing 
methodologies, parallel to flowcharts, data 
flow diagrams, functional flow block 
diagrams, Gantt charts, Pert diagrams and 
IDEF. 
 
B. Dominance Tree 
In graph theory, the graph tree is connected, 
without distance. Trees are widely used in 
computer science and data structure. Such as 
binary search trees, stacks [9], Hoffmann trees 
[10] for information compression, and so on. 
Figure. 2, gives the dominator tree of program 
1.A graph without a circle is called a tree. [11] 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Fig.1.Program 1[12] 

 

Enter Program: 

int main () 

{ 

int a, b, c; 

a=5; 

b=6; 

c=a+b; 

printf (a, b, c); 

return 0; 

} 
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Fig. 2.  Dominance Tree [13] 
 
 

The definition of a dominant node was first 

proposed by Reiss Prosser in an article 

entitled Applications of the Boolean Matrix 

for Flow Chart Analysis [14]. In this article, 

he did not provide an algorithm for finding 

dominating nodes and only defined it. The 

first algorithm for this problem was proposed 

ten years later by Edward Lowry and Medlock 

[15]. Its applications include program 

optimization, code generation, and circuit 

testing. Compilers also make extensive use of 

information from node dominance. For 

example, one application in the compiler is to 

find loops in optimizing code with the help of 

base blocks [16].In directional graphs, we say 

that node w overcomes node n .For every node 

n all paths from n to v pass- through node w. 

As a result, it can be said that each node 

overcomes itself. According to the definition, 

each node can be considered a set of dominant 

nodes that overcome this node. It is also 

possible to define a dominant tree for each 

graph, each node in the graph, the ancestors of 

this node in the tree are the nodes that 

dominate this node in the graph. [17].

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Block Diagram of Data Flow Testing Technique [18] 
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Node v overcomes node w when node w and 

v is vv. 

Instant Dominant Nodes V-node is a set of 

nodes that strictly overcomes only node v and 

does not precisely overcome any other node 

[19]. 

Node-Dominant Nodes, V-nodes are a set of 

nodes whose node V overcomes their direct 

parents but does not strictly overcome those 

nodes. [20] 
 
DATA FLOW INVESTIGATION 
METHOD  
In system definitions, organizations can be 
defined as a system that uses human resources 
and materials to work for a particular purpose 
[21] These organizations can be divided into 
smaller systems (departments, departments 
and groups). Each of these smaller systems 
works for a specific purpose, such as 
accounting, sales, production, information 
processing, and management [22] all systems 
receive a set of inputs and convert them to 
outputs after processing. Of course, an ideal 
system is one that can reorganize itself 
without the need for human decision-making. 
For example, a clothing manufacturer in Italy 
uses such a system to sell its products. The 
company produces all its T-shirts in white and 
keeps them in stock[24] Using an intelligent 
information system, the trend of demand for 
goods in the market is analyzed, in the last 
stage of sending goods to the market, the 
coatings become the colors that have received 
the most demand from customers. It should be 
noted that the subsystems of a more extensive 
system are interconnected and, in many cases, 
interdependent. The figure below shows this 
dependence. In this system, the outlet of the 
production subsystem is used as the input of 
the marketing system and the outlet of the 
same marketing system is used as the input of 
the production system. A system or subsystem 
in an organization can be represented 
graphically by a set of methods. These 
methods want to identify system boundaries 

and show the information flowing in a system. 
[33] Data Flow Diagram is one of these 
methods. Data Flow Chart (DFD) focuses on 
the inputs and outputs of information to a 
system as well as the processes performed on 
them. This diagram is made using four main 
components: a square with a shadow, an 
arrow, a rectangle with rounded corners, and 
a rectangle with an open head. These shapes 
are shown in the figure below. Shaded squares 
are used to display external inputs and data 
(another department, an individual, or a 
machine) that can send or receive data to or 
from the system. Each data must be named by 
name. To prevent data flow lines from being 
interrupted, data can be repeated several times 
in a chart. [35] 

Arrows indicate the transfer of information 

from one point to another. Because 

information is about a person, place, or thing, 

the flow of information must be described by 

a name. Rectangles with rounded corners are 

used to represent information processing. 

Information processing causes changes or 

transformations in the input information, so 

the information output of a process must be 

named with a new title. 
The last functional element in DFD diagrams 
is a rectangle with an open head that is used to 
display the data storage center. Like other 
DFD elements, this element must be named by 
a specific name. Data centers are numbered by 
a particular, coder such as D1, D2, D3, etc. In 
drawing DFD diagrams, it should be noted 
that each process must have at least one input 
and one output. Another point is that an 
external input cannot be connected directly to 
a data storage (file) center, and for this, the 
data must be transferred through a process. 
Each DFD model should not have more than 
9 processes. If a model has more than nine 
functions, the same function can be put in pro 
and transferred to a lower level as a 
subsystem. The following figure shows an 
example of a DFD model with real names.  
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Fig.4.Comparisonof Testing Techniques 

 
 
SUGGESTED METHOD  
Ace heap Optimization (PSO) is one of the 
most severe Sagacious optimization 
algorithms in the field of heap sense. The 
algorithm was present by James Kennedy and 
Russell C. Eberhart in 1995 and is inspired by 
the Civic behavior of animals such as fish and 
birds that live together in Little and Enormous 
groups [36] In the PSO algorithm, the organ 
of the answer habitancy communicate directly 
with each other and solve the problem by 
exchanging information with each other and 
recalling good memories of the past. The PSO 
algorithm is appropriate for a diversity of 
continuous and discrete problems and gives 
excellent, answers to various optimization 
difficulties [37] 
PSO can perform much better in achieving 
more def-use coverage as compared to other 
existing search-based optimization techniques 
like ACO, GA, etc. as it has the advantage of  
 

 
memory so it can keep information of 
reasonable solutions of all particles. The 
algorithm of PSO consists of these steps given 
below: [38] 
 
1. Initiate Swarm 
2. Repeat 
3. For p=1 to number of Ace do 
4. Appraise (p) 
5. Update Experiment (P) 
6. Update proximity best (p, k) 
7. For d=1 to number of dimensions’ do 
8. Stroke (p, d) 
9. End for 
10. End for 
 11.        Until criterion 
 
The consecutive PSO exemplar uses a real-
valued multi-dimensional region as opinion 
region, and subsume the situation of each ace 
in that region using the following equations:  
 

 

𝑣𝑖𝑑
𝑡+1 = 𝑤. 𝑣𝑖𝑑

𝑡 + 𝑐1.𝜑1. (𝑝𝑖𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ) + 𝑐2.𝜑2.. (𝑝𝑔𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ) 

 
 

xid
t+1 = xid

t + vid
t+1 

 
 
 
 

Equation 1 

1 
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Fig.5.  Flow Graph [39] 

 
 
The ant colony algorithm, or "Ant Colony 
Optimization" as its name implies, is based on 
the natural behavior of the ant colonies and the 
worker ants working in them. The process of 
finding food sources in an ant colony is very 
efficient. When ants start exploring for food 
sources, they naturally find a "reasonable" and 
"optimal" path from their nest to food sources. 
[40] In other words, the ant population is 
somehow always able to find an optimal path 
to provide the required food. Simulation of 
such optimal behavior forms the basis of ant 
colony optimization. In this article, the ant 
colony algorithm is fully described. It should 
be noted that the exact name of this algorithm 
is ant colony optimization, which is often 
called the ant colony algorithm. Suppose two 
ants are moving from the nest to the food 
source through two completely different 
paths. As the ants move toward the food 
source, they emit a trace of "pheromone" into 
the environment, which disintegrates 
naturally over time. The ant that (randomly) 
selects the shortest path to the food source 
begins the return journey to the nest earlier 
than the other ants. In this case, on the way 
back to the nest, the ant starts to release the 
pheromone back into the environment, 
thereby reinforcing the pheromone trail left in 
the shortest path. 
 

1. Build the searching model 
2. Chose one Complainant-clear way 
from the way shield and mark it. 
3. Put ants at the start nook of the quest 
model. 
4. Ant moves and enters the number of 
nook. 
5. If (ant does not get to the end node) go 
to step four. 
6. Entry the way 
7. Produce the corresponding data. 
8. Perform the plan under test using the 
produced data and entry the execution way. 
9. Compute the similarity between the 
execution way and the complainant-clear 
way. 
10. Update pheromone. 
11. If (execution path does not shield the 
complainant's clear path) go to step 3.  
12. Entrer the test data. 
13. If (there is an unmarked Complainant-
clear way in the way cover) go to step 2  
14. Outlet the set of test data and the set of 
covered complainant clear way. 
15. End 
 

The algorithm will automatically stop if there 

are no unmarked complainant-clear way. In 

the way shield. 
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Model of original ant density: 

∆𝜏𝑖𝑗
𝑘 (𝑡, 𝑡 + 1) = ∫

𝑖𝑓 𝑎𝑛𝑡 𝑝𝑎𝑠𝑠𝑒𝑠 𝑖𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑄

0

 

 
 
 

In the initiatory afflux sample for any ant k, Q 

is a constant; that is, the pheromone is 

incremented by fix value. The number of 

common nodes between the executed path and 

the complainant clear path of the current 

complainant -use pair is defined as Q. [41] 

The updating pheromone formula is 

 

𝜏𝑖𝑗(𝑡 + 𝑛) = (1 − 𝜌)𝜏𝑖𝑗(𝑡) + ∆𝜏𝑖𝑗 

 

 

 

Other ants instinctively follow the strongest 

pheromone pathway in the environment and 

reinforce the pheromone trail in that pathway. 

After a certain period, not only does the 

rejection of the pheromone in the shortest path 

not disintegrate, but, as the rejection of the 

pheromone of other ants accumulates, it 

becomes more and more amplified. The path 

in which the strongest pheromone trace is left 

becomes the default path for the ants to move 

from the colony to the food original and vice 

versa. 

The ant colony optimization method provides 

a model for implementing optimization 

methods. So far, various successful 

implementations of this optimization method 

have been proposed. Algorithms such as "Ant 

System", "Ant Colony System" and "Min-

Max Ant System" are among the most 

important and successful implementations of 

this optimization method. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6.  process for data flow testing 

Equation 2 

1 

Equation 3 
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Algorithms derived from the ant colony 

algorithm are a subset of Swarm Intelligence 

methods. This methodology is a field of 

research and study that studies algorithms 

inspired by the concept of "swarm behaviors" 

(Swarm Behaviors). Congestion intelligence 

algorithms consist of a set of simple 

individual entities that interact and collaborate 

with each other through self-organization. 

Self-organization means the lack of a central 

control system to control and coordinate the 

members of a crowded intelligence system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.7.  path coverage of PSO and ACO 
 

 
CONCLUSION AND FUTURE WORK  
 
 This paper has reviewed various research 
papers based on dynamic testing and has 
found that most of the works concentrate on 
the coverage, but none of them told about 
which technique is better suited for full 
coverage. Evolutionary structural testing is a 
verge used to produce.  test cases that use GA, 
ACO, or other search-based optimization, 
which is guided by data flow Affinity in the 
program to cover the complainant use 
association. Since cost and coverage are two 
essential factors in case of testing. This paper 
has proposed a process for data flow testing 
using PSO and ACO, and it has been observed 
that in comparison with PSO (particle swarm 
optimization) and ACO (Ant Colony 
Optimization) PSO is giving a better path 
coverage than ACO. In Future work, the PSO 
and ACO algorithms will be implemented in 
performing data flow testing to provide an 
efficient path with maximum code coverage 
and minimum cost. Furthermore, the results 
can be compared with other meta-heuristic 
techniques such as GA (Genetic algorithms) 
and BCO (Bee Colony Optimization), etc. 
[42] 
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